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Molecular configurations, dipoles, polarizabilities

What goes into these expressions:

Correlation functions
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correlation effects into those associated with nearly degener-
ate electron configurations (see “Strongly correlated sys-
tems,” which follows) and the remaining so-called dynamic
correlations. 

Dynamic correlations are mostly spatially localized.
While locality is explicit in the correlation functionals of DFT,
it is not directly evident in wavefunction methods. A challenge
and an opportunity is to exploit localization to break the un-
physical increase in computational cost with system size. In
addition to truncating by excitation level, the goal is to trun-
cate according to some distance-based criterion. Proof of con-
cept was first demonstrated by Peter Pulay in the early 1980s;
nowadays local models can reduce the cost of many-body
methods to a linear function of the system size. However, con-
structing a local model that retains a good model chemistry is
still an open challenge.

A related problem is the difficulty of approaching com-
pleteness of the atomic-orbital basis sets used for correlated
electrons. From theory, one expects and observes slow L−3

convergence of the correlation energy with respect to the
highest angular momentum L of the basis functions. De-
scribing two-particle and higher correlations in terms of the
products of one-particle basis functions is both inefficient and
nonlocal. One way forward is to augment the basis with two-
particle functions that correctly describe the wavefunction in
the vicinity of electron–electron coalescence. That research is
yielding significant improvements in convergence, although
many technical and practical issues remain open.

Although localizability of electron correlation yields
many useful results, there is still a need for nonlocality. Cor-
relations have a nonlocal component associated with disper-
sion interactions between systems, overlapping or not. Such
interactions are crucial for correctly modeling large-scale self-
assembly in nanoscale and mesoscale systems and for bio-
chemical systems. Nonlocal correlation effects are neglected in
standard DFT functionals, so research is under way to modify
the functionals, whether by simple empirical corrections or by
first-principles constructions, to include more nonlocal char-
acter. In that sense, the future modeling needs of the two
branches of quantum chemistry are diametrically opposed.

Strongly correlated systems. A system that exhibits
genuinely strong electron correlations cannot be well de-
scribed by a single electronic configuration. Rather, the in-
teraction among multiple configurations produces interest-
ing effects such as molecular analogues of the Kondo effect
and magnetic couplings of transition metal atoms with
partly filled d shells. Proper modeling of such systems lies
at the very limit of—or even beyond—the standard methods
because both Kohn–Sham DFT and wavefunction methods
begin with a single configuration and correct imperfectly for
correlation effects.

At present, the usual approach to strongly correlated
systems is to solve the Schrödinger equation exactly in a
small strongly correlated space of so-called active orbitals,
with the rest of the system treated in a mean-field approxi-
mation. Because of the exponential cost of the exact treat-
ment, there is a hard upper limit of approximately 16 active
orbitals—insufficient to treat more than one or two atoms
with active s, p, and d shells. (The separation of a correlated
space resembles what is done in dynamical mean-field the-
ory and related techniques in condensed matter, as described
in the article by Gabriel Kotliar and Dieter Vollhardt, PHYSICS
TODAY, March 2004, page 53.) Picking just a few configura-
tions or a few active orbitals to treat the strong correlations
means that the model is not truly from first principles. By-
passing the need for such system-specific choices is a chal-
lenge for the future.

One possible new approach to highly correlated systems
is the physicists’ density-matrix renormalization group, which
builds up descriptions of the many-body Hamiltonian atom by
atom (or region by region) in an iterative way, while keeping
the lowest-energy state at every iteration. At present, it is a
method best suited to systems with 1D connectivity. 

Another alternative may be to use reduced density ma-
trices. The ground-state energy of any system can be exactly

Given a finite basis set, the memory and processor needs for an
exact treatment of electron interactions (the so-called full config-
uration interaction or full CI) grow exponentially with the number
N of atoms in the system. Model chemistries introduce approxi-
mations that reduce the scaling: N 3 for density-functional theory
(DFT), Hartree–Fock, and quantum Monte Carlo (QMC, a basis-
independent, stochastic wavefunction approach); N 5 for second-
order Møller–Plesset perturbation theory (MP2); and N 7 for the
coupled-cluster method CCSD(T). The figure illustrates an esti-
mated evolution of the size of the systems solvable by each
method if computer power continues to double every two years
or so. In the early 1990s, Weitao Yang, Giulia Galli, and Michele
Parrinello realized that a reduction to linear-scaling complexity
could be achieved for DFT if the solution to the electronic prob-
lem could be re-expressed in a localized language. After a
decade of developments by chemists and physicists, several
linear-scaling electronic-structure methods are now in use that
can address systems with as many as a few thousand atoms.
Other theories, such as linear-scaling QMC, have also achieved
improved scaling through locality. Reduced-scaling wavefunction
theories are in development. The shaded area at the top shows
the nuclear complexity wall described in the text. 

100 000

10 000

1000

100

10

1

N
U

M
B

E
R

O
F

A
T

O
M

S
YEAR

2003 2007 2011 2015

Linear-
scaling
DFT

DFT

QMC MP2

CCSD(T)

Exact treatment

Box 4. Scaling of computational needs with system size

 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:
128.54.23.55 On: Sat, 11 Jan 2014 19:59:16

1930: Hartree-Fock equations 

1951: Hartree-Fock-Roothan equations 

1965: Kohn & Sham equations 

1966: Coupled-Cluster equations

http://paesanigroup.ucsd.edu



ISFG /
Z

e�i!th↵(t)µ(0)idt

IRaman /
Z

e�i!th↵(t)↵(0)idt

IIR /
Z

e�i!thµ(t)µ(0)idtInfrared: 

Raman: 

Sum-frequency generation: 

What goes into these expressions:

…and nonlinear  
multidimensional analogs

Molecular Simulations & Vibrational Spectroscopy

Nitzan, “Chemical Dynamics in Condensed Phases”

Molecular configurations, dipoles, polarizabilities

Correlation functions



C. Quartic potential

A more stringent test for the CMD+MEAC approach is
represented by the completely anharmonic quartic potential
of Eq. !31". A comparison of the CMD+MEAC autocorrela-
tion functions !top panels" and normalized CMD+MEAC
autocorrelation functions !bottom panels" of Eqs. !32" and
!33" with the corresponding CMD and exact results is shown
in Figs. 8 and 9 and in Figs. 10 and 11 for !=1 and !=10,

respectively. Again in this case, the CMD+MEAC approach
provides a significant improvement upon the centroid auto-
correlation functions computed with classical operators.
However, the agreement with the exact results is somewhat
less satisfactory than that obtained above for the anharmonic
potential of Eq. !30". In particular, at !=1, the CMD
+MEAC autocorrelation functions are capable of following
the exact behavior for less than two oscillations, after which

FIG. 5. Comparison between the Kubo transforms !top panel" and normal-
ized Kubo transforms !bottom panel" of the time autocorrelation function
#x3!0"x3!t"$ computed for the anharmonic potential of Eq. !30" at !=10.
Black line: exact results; dotted line: CMD time autocorrelation function
with classical operators; dashed line: CMD+MEAC time autocorrelation
function.

FIG. 6. Comparison between the spectral densities associated with the time
autocorrelation function #x2!0"x2!t"$ computed for the completely anhar-
monic potential of Eq. !31" at !=1. Bottom trace: MEAC results with a flat
default model; middle trace: CMD results with classical operators; top trace:
CMD+MEAC results.

FIG. 7. Comparison between the spectral densities associated with the time
autocorrelation function #x2!0"x2!t"$ computed for the completely anhar-
monic potential of Eq. !31" at !=10. Bottom trace: MEAC results with a flat
default model; middle trace: CMD results with classical operators; top trace:
CMD+MEAC results.

FIG. 8. Comparison between the Kubo transforms !top panel" and normal-
ized Kubo transforms !bottom panel" of the time autocorrelation function
#x2!0"x2!t"$ computed for the completely anharmonic potential of Eq. !31" at
!=1. Black line: exact results; dotted line: CMD time autocorrelation func-
tion with classical operators; dashed line: CMD+MEAC time autocorrela-
tion function.

194113-7 Nonlinear quantum time correlation functions J. Chem. Phys. 129, 194113 !2008"

 Reuse of AIP Publishing content is subject to the terms: https://publishing.aip.org/authors/rights-and-permissions. Downloaded to  IP:  137.110.33.60 On: Tue, 19 Jul 2016
13:44:07

Molecular Dynamics

classical 
Newton equation

quantum 
TD Schrödinger equation

Nitzan, “Chemical Dynamics in Condensed Phases”



Defining Chemical and Spectroscopic Accuracy

Molecular dynamics

Energy landscape
force fields or CCSD(T)

Newton eq. or TD Schrödinger eq.

Nitzan, “Chemical Dynamics in Condensed Phases”
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Quantum Chemist: 
“It is all about  

chemical accuracy” 
(what about sampling?)

Statistical Mechanician: 
“It is all about  

averages and fluctuations” 
(what about Ei in                          ?)Z =

X

i

e��Ei

CCSD(T) only for 
10-20 atoms!!!

quantum dynamics 
is a hard problem!!!

Computer Scientist: 
“I don’t know  

what you are talking about 
but I know  

how to win at Go”

How Can We Do It?



Where We Started: Many-Body Representations
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Hankins, Moskowitz & Stillinger, J. Chem. Phys. 53, 4544 (1970) 
Popkie, Kistenmacher & Clementi, J. Chem. Phys. 59, 1325 (1973)

Cisneros, Wikfeldt, Ojamäe, Lu, Xu, Torabifard, Bartók-Pártay, Csányi, Molinero & FP, Chem. Rev. 116, 7501 (2016)
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MB expansion  
for insulators (like water)  

converges quickly
see: Clementi, Stillinger, Xantheas, Jordan, 
Szalewicz, Bowman, ...

Cisneros, Wikfeldt, Ojamäe, Lu, Xu, Torabifard, Bartók-Pártay, Csányi, Molinero & FP, Chem. Rev. 116, 7501 (2016)

Where We Started: Many-Body Representations



1973 - Clementi: 2B from HF data (rigid) 

1976 - Clementi: 2B + (3B + 4B) polarization (rigid) 

1989 - Clementi: 2B + 3B from MP4 and HF data (rigid) 

1992 - Stone: ASP potential from intermolecular perturbation theory (rigid) 

2000 - Szalewicz & van der Avoird: SAPT potentials (rigid) 

2007 - Szalewicz & van der Avoird: CC-pol (1B + 2B + 3B + NB) from MP2/CCSD(T) and SAPT (rigid)  

2008 - Xantheas / Burnham: TTM3-F / TTM4-F (1B + NB) from MP2 data (flexible) 

2011 - Bowman:  WHBB (1B + 2B + 3B) from CCSD(T) and MP2 data (flexible) 

2012/2014 - Our group: HBB2-pol & MB-pol 

20XX - …

Neither the First Nor the Only Ones

ac
cu

ra
cy

speed / size

force fields
CC

SD
(T

) predictive  
representations

Cisneros, Wikfeldt, Ojamäe, Lu, Xu, Torabifard, Bartók-Pártay, Csányi, Molinero & FP, Chem. Rev. 116, 7501 (2016)
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Interactions depend 
on monomer’s properties

Classical 
electrostatics

Stone, “Intermolecular Interactions”

Molecular Interactions & Electronic Structure

V

Vshort-rangeInteractions depend 
on the density overlap

Multidimensional fits 
to highly-correlated 

ab initio data 
Suhm 

Chem. Phys. Lett. 223, 474 (1994) 

Marquardt & Quack 
J. Chem. Phys. 109, 10628 (1998) 

Braams & Bowman, 
Int. Rev. Phys. Chem. 28, 577 (2009)

Cisneros, Wikfeldt, Ojamäe, Lu, Xu, Torabifard, Bartók-Pártay, Csányi, Molinero & FP, Chem. Rev. 116, 7501 (2016)
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Machine learning

Molecular Interactions & Big Data 

training set

least-squares fit generation of  
new configurations

RMSD 
unique configurations

Supervised learning

optimization of 
multidimensional functions

Abu-Mostafa & Magdon-Ismail, “Learning from data” 

• Google 
• Amazon 
• Facebook 
• LinkedIn
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from CCSD(T)/CBS

explicit 1B term
+ 

N-body polarization

Hankins, Moskowitz & Stillinger, J. Chem. Phys. 53, 4544 (1970) 
Popkie, Kistenmacher & Clementi, J. Chem. Phys. 59, 1325 (1973)

• J. Phys. Chem. Lett. 3, 3765 (2012) 

• J. Chem.  Theory Comput. 9, 1103 (2013) 

• J. Chem.  Theory Comput. 9, 4844 (2013) 

• J. Chem.  Theory Comput. 9, 5395 (2013) 

• J. Chem.  Theory Comput. 10, 1599 (2014) 

• J. Chem. Theory Comput. 10, 2906 (2014) 

• J. Chem. Theory Comput. 11, 1145 (2015)

MB-pol: A “CCSD(T)” Many-Body Water Potential 

Cisneros, Wikfeldt, Ojamäe, Lu, Xu, Torabifard, Bartók-Pártay, Csányi, Molinero & FP, Chem. Rev. 116, 7501 (2016)
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NB induction
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Marquardt & Quack, J. Chem. Phys. 109, 10628 (1998) 
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Braams & Bowman, Int. Rev. Phys. Chem. 28, 577 (2009)

short-range 
interactions
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2B dispersion

Alternative basis functions 
Gaussian approximation potentials 
Bartok, Payne, Kondor & Csanyi, Phys. Rev. Lett. 104, 136403 (2010)
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H1
permanent electrostatics

V >3B = V >3B
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short-range 
interactions

V2B and V3B from CCSD(T)/CBS data

dm=1−31, appearing in the V2S polynomial are listed in Table 1.
Starting from dm=1−31, the following variables are formed
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which are divided into three groups: intramolecular variables
(ξ1,...,ξ6), intermolecular Coulomb-like variables (ξ7,...,ξ15), and
intermolecular variables involving the L sites (ξ16,...,ξ31). On the
basis of these definitions, V2S is then constructed as a
permutationally invariant polynomial in ξi. The invariance is
imposed with respect to the permutation of the two water
molecules as well as to permutations of equivalent sites (O, H1,
H2, L1, and L2) within each molecule. The following
symmetrized monomials are included in V2S: (a) six first-
degree monomials formed from all intermolecular (ξ7,...,ξ31)
variables,

∑η ξ

η ξ ξ ξ ξ
η ξ

=
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=

=

. . .

i
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16

23

2 28 29 30 31

3 15

(b) 63 second-degree symmetrized monomials with at most
linear intramolecular terms, (c) 491 symmetrized third-degree
monomials with at most a quadratic dependence on the
intramolecular variables, and (d) 593 fourth-degree terms

quadratic with respect to the intramolecular variables. The
complete list of all 1153 symmetrized monomials entering

η= ∑ =V cl l l2S 1
1153 is available in the Supporting Information. The

coefficients cl along with C6,8
(HH), C6,8

(OH), and C6,8
(OO) are linear

fitting parameters. V2(xa,xb) in eq 3 also includes 16 nonlinear
parameters: δ6,8

(HH), δ6,8
(OH), δ6,8

(OO), γ⊥, γ∥, kHHintra
, kOHintra

, kHHcoul
,

kOHcoul
, kOOcoul

, kLH, kLO, and kLL.
2.3. Fitting. Following the CC-pol strategy,24 the fitting

process of the 2B MB-pol parameters was carried out in two
stages. The C6,8

(ab) were first obtained with δ6,8
(ab) set to infinity

(i.e., without the Tang−Toennies damping). The long-range
training set comprised one million dimers formed from
randomly oriented molecules in the vibrationally averaged
geometry (rOH = 1.836106337 Bohr and ϑHOH = 104.69° as
defined in ref 24). The distances between the monomer centers
of mass were sampled uniformly from 9 to 21 Bohr. [The
asymptotic long-range energy becomes inaccurate for COM−
COM separations below 9 Bohr, and the energies become
vanishingly small above 21 Bohr.] The sum of the C6

(ab) values
was fixed24 to ensure the correct long-range behavior

αμ+ + + =C C C C4 4 26
(OO)

6
(OH)

6
(HH) 2

6
ref

(9)

Here, the last term in the left-hand side represents the isotropic
contribution due to the Coulomb interaction between the
permanent dipole of one monomer and the induced dipole of
the other monomer. Assuming vibrationally averaged monomer
geometries, the values of the isotropic polarizability (α =
1.43016 Å3) and the molecular dipole (μ = 1.8679D) were
taken from the TTM model and Partridge−Schwenke dipole
moment surface. The reference value (C6

ref = 57.718405 au) on
the right-hand side of eq 9 was computed from “first principles”
in ref 24. The C6,8 values obtained from the least-squares fit are
reported in the Supporting Information.
After determining C6,8

(ab), the coefficients of the short-range
polynomial (cl=1,...,1153) along with the 16 nonlinear parameters
were obtained by minimizing the (regularized) weighted sum of
squared residuals calculated for the short-range training set
:(42508 dimers)
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n

n
l

l
2

2
model

2
ref 2 2

1

1153
2

:

The weights, wn, were set to emphasize dimers with lower total
energy
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Here, Emin denotes the lowest energy in the training set (i.e.,
dimer global minimum energy), and ΔE defines the range of
favorably weighted energies, which was set to 25 kcal/mol upon
careful experimentation. The regularization parameter, Γ, was
set to 5 × 10−4 in order to reduce the variation of the linear
fitting parameters (larger Γ values effectively suppress any
variation) without spoiling the overall accuracy of the fit
(favored by smaller Γ values), contributing no more than 1% to
χ2. The linear parameters (cl=1,...,1153) were obtained through
singular value decomposition, while the simplex algorithm was
used to optimize the nonlinear parameters. The optimal value
of χ2 was 54.79 (kcal/mol)2, corresponding to an RMS error of
0.054 kcal/mol per dimer. The RMS error over the lowest 25
kcal/mol was 0.00077 kcal/mol and the largest error over the

Table 1. Distances Entering the Short-Range Part of the
Potentiala

d16 La1 Hb1
d17 La1 Hb2
d18 La2 Hb1

d7 Ha1 Hb1 d19 La2 Hb2
d1 Ha1 Ha2 d8 Ha1 Hb2 d20 Lb1 Ha1
d2 Hb1 Hb2 d9 Ha2 Hb1 d21 Lb1 Ha2
d3 Oa Ha1 d10 Ha2 Hb2 d22 Lb2 Ha1
d4 Oa Ha2 d11 Oa Hb1 d23 Lb2 Ha2
d5 Ob Hb1 d12 Oa Hb2 d24 Oa Lb1
d6 Ob Hb2 d13 Ob Ha1 d25 Oa Lb2

d14 Ob Ha2 d26 Ob La1
d15 Oa Ob d27 Ob La2

d28 La1 Lb1
d29 La1 Lb2
d30 La2 Lb1
d31 La2 Lb2

aThe first letter of the site label denotes the site name (O, H, or L).
The second letter distinguishes the molecules (a or b). The trailing
digit indexes the equivalent sites within the molecule.
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basis of these definitions, V2S is then constructed as a
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(i.e., without the Tang−Toennies damping). The long-range
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defined in ref 24). The distances between the monomer centers
of mass were sampled uniformly from 9 to 21 Bohr. [The
asymptotic long-range energy becomes inaccurate for COM−
COM separations below 9 Bohr, and the energies become
vanishingly small above 21 Bohr.] The sum of the C6

(ab) values
was fixed24 to ensure the correct long-range behavior
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Here, Emin denotes the lowest energy in the training set (i.e.,
dimer global minimum energy), and ΔE defines the range of
favorably weighted energies, which was set to 25 kcal/mol upon
careful experimentation. The regularization parameter, Γ, was
set to 5 × 10−4 in order to reduce the variation of the linear
fitting parameters (larger Γ values effectively suppress any
variation) without spoiling the overall accuracy of the fit
(favored by smaller Γ values), contributing no more than 1% to
χ2. The linear parameters (cl=1,...,1153) were obtained through
singular value decomposition, while the simplex algorithm was
used to optimize the nonlinear parameters. The optimal value
of χ2 was 54.79 (kcal/mol)2, corresponding to an RMS error of
0.054 kcal/mol per dimer. The RMS error over the lowest 25
kcal/mol was 0.00077 kcal/mol and the largest error over the
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supervised learning & Tikhonov regression

2B dispersion

MB-pol: A “CCSD(T)” Many-Body Water Potential 



More than 95% of both dipole moment and polarizability  
are recovered at the two-body level

Electrostatic Properties from Many-Body Expansions

Medders & FP, J. Chem. Theory Comput. 9, 4844 (2013); Medders & FP, J. Chem. Theory Comput. 11, 1145 (2015)

Energy of a molecular system in an external field

E = E0 � µ↵F↵ � 1

2
F↵↵↵�F�



Configurations, dipoles, polarizabilities 

Correlation functions

What goes into these expressions:

http://paesanigroup.ucsd.edu

Molecular Simulations & Vibrational Spectroscopy

many-body representations

ISFG /
Z

e�i!th↵(t)µ(0)idt

IRaman /
Z

e�i!th↵(t)↵(0)idt

IIR /
Z

e�i!thµ(t)µ(0)idtInfrared: 

Raman: 

Sum-frequency generation: 

…and nonlinear  
multidimensional analogs



MB-pol ⟺ Born-Oppenheimer potential energy surface

Quantum Dynamics: It’s a Hard Problem!

Nuclear quantum effects must be included 
explicitly in molecular simulations

Methods based on: 

• Basis set expansions 
with Leforestier, Wang & Carrington, Steele 
(clusters: vibrational spectra)  

• Self-Consistent Phonons  
with Brown & Mandelshtam 
(clusters: structure, thermodynamics, and dynamics) 

• Path-integral molecular dynamics 
(condensed phase: structure and thermodynamics) 

• Centroid molecular dynamics 
(condensed phase: dynamics)

http://paesanigroup.ucsd.edu



Configurations, dipoles, polarizabilities 

Correlation functions

What goes into these expressions:

Molecular Simulations & Vibrational Spectroscopy

many-body representations

path-integral methods

Many-Body Molecular Dynamics (MB-MD)

ISFG /
Z

e�i!th↵(t)µ(0)idt

IRaman /
Z

e�i!th↵(t)↵(0)idt

IIR /
Z

e�i!thµ(t)µ(0)idtInfrared: 

Raman: 

Sum-frequency generation: 

…and nonlinear  
multidimensional analogs

Medders & FP, J. Chem. Theory Comput. 11, 1145 (2015)



Chemical Accuracy Across Phases 

FP, Acc. Chem. Res. 49, 1844 (2016)



CCpol-8s/f WHBB MB-pol
Wang, Shepler, Braams & Bowman,  
J. Chem. Phys. 131, 054511 (2009) 

Leforestier, Szalewicz & van der Avoird,  
J. Chem. Phys. 137, 014305 (2012) 

Babin, Leforestier & FP 
J. Chem. Theory Comput. 9, 5395  (2013)

Many-body potentials

RMSD = 0.05 kcal/mol

for Etot < 25 kcal/mol
RMSD = 0.03 kcal/mol

RMSD = 0.42 kcal/mol

for Etot < 25 kcal/mol
RMSD = 0.18 kcal/mol

RMSD = 0.15 kcal/mol

for Etot < 25 kcal/mol
RMSD = 0.07 kcal/mol

Water Dimer: Energies

Babin, Leforestier & FP,  J. Chem. Theory Comput. 9, 5395 (2013); Babin, Medders & FP,  J. Chem. Theory Comput. 10, 1599 (2014)



Water Dimer: Vibration-Rotation Tunneling Spectrum

Babin, Leforestier & FP,  J. Chem. Theory Comput. 9, 5395 (2013)

Mode Experiment
(cm-1)

MB-pol
(cm-1)

OO
2 153.62 154.77
1 149.05

AT
1 129.49
2 120.19 119.23

AW
2 108.89 109.14
1 107.93 108.76

DT
1 113.18
2 64.52 61.24

GS
2 11.18 11.88
1 0 0

intermolecular 
stretch

acceptor
twist

acceptor
wag

donor
torsion

ground
state

• hydrogen tunneling 

• energy level splitting

Collaboration with Leforestier,  Wang & Carrington



Water Hexamer: Energies

Medders, Götz, Morales, Bajaj & FP, J. Chem. Phys. 143, 104102 (2015)

Interaction energies: MB-pol vs. CCSD(T)-F12/VTZ-F12



Interaction energies: MB-pol vs. CCSD(T)-F12/VTZ-F12

MB-pol

Medders, Götz, Morales, Bajaj & FP, J. Chem. Phys. 143, 104102 (2015)

Water Hexamer: Energies



Interaction energies: DFT vs. MB-pol

MB-pol

Cisneros, Wikfeldt, Ojamäe, Lu, Xu, Torabifard, Bartók-Pártay, Csányi, Molinero & FP, Chem. Rev. 116, 7501 (2016)

Water Hexamer: Energies



prism

CCSD(T)-F12
reference

Many-body decomposition: DFT vs. MB-pol

Cisneros, Wikfeldt, Ojamäe, Lu, Xu, Torabifard, Bartók-Pártay, Csányi, Molinero & FP, Chem. Rev. 116, 7501 (2016)
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Cisneros, Wikfeldt, Ojamäe, Lu, Xu, Torabifard, Bartók-Pártay, Csányi, Molinero & FP, Chem. Rev. 116, 7501 (2016)

Water Hexamer: Energies



MB-pol

Interaction energies: DFT vs. MB-pol

Cisneros, Wikfeldt, Ojamäe, Lu, Xu, Torabifard, Bartók-Pártay, Csányi, Molinero & FP, Chem. Rev. 116, 7501 (2016)

Water Hexamer: Energies



Interaction energies: DFT-D3 vs. MB-pol

MB-pol

Cisneros, Wikfeldt, Ojamäe, Lu, Xu, Torabifard, Bartók-Pártay, Csányi, Molinero & FP, Chem. Rev. 116, 7501 (2016)

Water Hexamer: Energies
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Interaction energies: DFT-D3 vs. MB-pol

Cisneros, Wikfeldt, Ojamäe, Lu, Xu, Torabifard, Bartók-Pártay, Csányi, Molinero & FP, Chem. Rev. 116, 7501 (2016)

Water Hexamer: Energies



MB-pol

POLI2VS

BLYP

B3LYP

M062X

ωB97X

Harmonic frequencies relative to CCSD(T):MP2
prism isomer

Medders, Götz, Morales, Bajaj & FP, J. Chem. Phys. 143, 104102 (2015)

intramolecular

bending

stretching

Howard & Tschumper, J. Chem. Theory Comput. 11, 2126 (2015)

Hexamer: Infrared Spectra



MB-pol BLYP

B3LYP

M062X

ωB97XPOLI2VS (polarizable ff)

intramolecular

bending

stretching

intramolecular

bending

stretching

Harmonic frequencies relative to CCSD(T):MP2
prism isomer
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congestion presented by the smaller clusters, only one of its
bands has been assigned (3335 cm-1 in liquid He droplets47
and 3319 cm-1 in solid pH2 48). In free jets, ring-down
methods50,51 have been effective but are also not size-selective.
There is one size-selective spectroscopic technique developed
by the Gottingen group,37,38 on the basis of inelastic helium
scattering, which has been used extensively on the small water
clusters. Unfortunately, the hexamer appears to present com-
plications as both larger and smaller clusters have been published
and analyzed, while the hexamer is yet to be reported.
For comparison, we have therefore included the bands

observed by Zwier and co-workers46 in Table 1, who reported
the spectrum of (H2O)6 attached to a benzene molecule using
the RIDIRS technique. Two of these features above 3400 cm-1

are in remarkable agreement with the anion modulation spec-
trum, with the only missing band being the π-H-bonded OH
stretch at 3636 cm-1, which obviously should be missing in
the argon-solvated hexamer. This leaves open the question of
whether the differences between the spectra recorded by anion-
population modulation and RIDIRS are due to the benzene
perturbation, or in fact reflect a different isomeric form of the
hexamer.
While the structural assignment of the anionic hexamer by

comparison with calculated band patterns has proven difficult
because of the complexities introduced by the diffuse excess
electron, the neutral species might be expected to be more
straightforward, and we include very recent calculations of
fundamentals for the lowest energy structures, the cage, book,
and ring forms, in Table 1. Interestingly, there is much better
agreement with the book form rather than the cage, even though
the cage has been suggested30,52 to be the likely isomer created
in jet sources on the basis of theory. The major differences
between the calculated and observed bands occur in the region
around 3250 cm-1, where we expect strong interactions between
the OH stretches and the H2O intramolecular bending vibra-
tions.53,54 Obviously, it is possible that several isomers could
be present, but the band pattern is not dependent on the number
of attached argon atoms, which might be expected to affect the
relative abundance of two nearly isoenergetic isomers.55 This
indicates that the observed spectrum most likely results from a
single isomer.
It is also of interest to compare the spectrum of the neutral

precursor with the spectrum of the (H2O)6- product ion, reported
several years ago.23 This comparison is presented in Figure 3,
with the argon predissociation spectrum of (H2O)6-‚Ar7 repro-
duced in the upper trace and the (H2O)6 spectrum obtained here
displayed in the lower trace. The features in both spectra span
a similar energy range, but the patterns are completely different,
indicating that a substantial change in morphology occurs upon
electron attachment. First, the prominent free OH band around
3700 cm-1 is absent in the anion, where a doublet appears about
50 cm-1 below the free OH. Second, the intensity profiles are
dramatically changed upon electron attachment. The spectrum
of the anion is dominated by the very strong doublet around
3300 cm-1, while the most intense feature in the neutral
spectrum appears around 3450 cm-1 and the bands appear with
a more even distribution of oscillator strength. Another qualita-
tive aspect of the spectral changes is that the neutral spectrum
extends farther to the red than does that of the ion. This is an
unusual scenario, as the introduction of an excess charge
typically results in enhanced red-shifts in charge-localized
systems.56-59 With high signal-to-noise spectra of this isolated
hexamer in hand, it will be valuable to revisit this species with

the most advanced theoretical methods to better define the
isomer at play.

IV. Conclusions
Summarizing, we have demonstrated a new technique for

obtaining size-selective spectra of neutral clusters on the basis
of argon-mediated, population-modulated electron attachment
and have applied it to the case of the water hexamer. The
resulting spectra are quite different than the band pattern found
in the hexamer anion, indicating significant rearrangement upon
electron attachment. This technique is well suited to study many
types of neutral species, and we are presently engaged in
extending this work to study the dissolution of an acid molecule
in small water clusters.60,61 In this class of neutral clusters, the
slow electrons should selectively attach to the strong dipole
moment associated with the dissociated, zwitter ionic forms.
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congestion presented by the smaller clusters, only one of its
bands has been assigned (3335 cm-1 in liquid He droplets47
and 3319 cm-1 in solid pH2 48). In free jets, ring-down
methods50,51 have been effective but are also not size-selective.
There is one size-selective spectroscopic technique developed
by the Gottingen group,37,38 on the basis of inelastic helium
scattering, which has been used extensively on the small water
clusters. Unfortunately, the hexamer appears to present com-
plications as both larger and smaller clusters have been published
and analyzed, while the hexamer is yet to be reported.
For comparison, we have therefore included the bands

observed by Zwier and co-workers46 in Table 1, who reported
the spectrum of (H2O)6 attached to a benzene molecule using
the RIDIRS technique. Two of these features above 3400 cm-1

are in remarkable agreement with the anion modulation spec-
trum, with the only missing band being the π-H-bonded OH
stretch at 3636 cm-1, which obviously should be missing in
the argon-solvated hexamer. This leaves open the question of
whether the differences between the spectra recorded by anion-
population modulation and RIDIRS are due to the benzene
perturbation, or in fact reflect a different isomeric form of the
hexamer.
While the structural assignment of the anionic hexamer by

comparison with calculated band patterns has proven difficult
because of the complexities introduced by the diffuse excess
electron, the neutral species might be expected to be more
straightforward, and we include very recent calculations of
fundamentals for the lowest energy structures, the cage, book,
and ring forms, in Table 1. Interestingly, there is much better
agreement with the book form rather than the cage, even though
the cage has been suggested30,52 to be the likely isomer created
in jet sources on the basis of theory. The major differences
between the calculated and observed bands occur in the region
around 3250 cm-1, where we expect strong interactions between
the OH stretches and the H2O intramolecular bending vibra-
tions.53,54 Obviously, it is possible that several isomers could
be present, but the band pattern is not dependent on the number
of attached argon atoms, which might be expected to affect the
relative abundance of two nearly isoenergetic isomers.55 This
indicates that the observed spectrum most likely results from a
single isomer.
It is also of interest to compare the spectrum of the neutral

precursor with the spectrum of the (H2O)6- product ion, reported
several years ago.23 This comparison is presented in Figure 3,
with the argon predissociation spectrum of (H2O)6-‚Ar7 repro-
duced in the upper trace and the (H2O)6 spectrum obtained here
displayed in the lower trace. The features in both spectra span
a similar energy range, but the patterns are completely different,
indicating that a substantial change in morphology occurs upon
electron attachment. First, the prominent free OH band around
3700 cm-1 is absent in the anion, where a doublet appears about
50 cm-1 below the free OH. Second, the intensity profiles are
dramatically changed upon electron attachment. The spectrum
of the anion is dominated by the very strong doublet around
3300 cm-1, while the most intense feature in the neutral
spectrum appears around 3450 cm-1 and the bands appear with
a more even distribution of oscillator strength. Another qualita-
tive aspect of the spectral changes is that the neutral spectrum
extends farther to the red than does that of the ion. This is an
unusual scenario, as the introduction of an excess charge
typically results in enhanced red-shifts in charge-localized
systems.56-59 With high signal-to-noise spectra of this isolated
hexamer in hand, it will be valuable to revisit this species with

the most advanced theoretical methods to better define the
isomer at play.

IV. Conclusions
Summarizing, we have demonstrated a new technique for

obtaining size-selective spectra of neutral clusters on the basis
of argon-mediated, population-modulated electron attachment
and have applied it to the case of the water hexamer. The
resulting spectra are quite different than the band pattern found
in the hexamer anion, indicating significant rearrangement upon
electron attachment. This technique is well suited to study many
types of neutral species, and we are presently engaged in
extending this work to study the dissolution of an acid molecule
in small water clusters.60,61 In this class of neutral clusters, the
slow electrons should selectively attach to the strong dipole
moment associated with the dissociated, zwitter ionic forms.
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Density  
Experiment: 0.997 g cm-3 

MD: 1.004 ± 0.001 g cm-3 

PIMD: 0.999 ± 0.002 g cm-3 

Enthalpy of vaporization 
Experiment: 10.52 kcal / mol-1  

MD: 10.9 ± 0.1 kcal / mol-1 

PIMD: 10.1 ± 0.4 kcal / mol-1

Diffusion 
Experiment: 0.23 Å2 ps-1 

MD: 0.23 ± 0.01 Å2 ps-1 

CMD: 0.22 ± 0.02 Å2 ps-1 

Orientational relaxation 
Experiment: 2.5 ps  

MD: 5.3 ± 0.1 ps 

CMD: 2.6 ± 0.2 ps

T = 298.15 K and P = 1 atm

Babin, Medders & FP, J. Phys. Chem. Lett. 3, 3765 (2012); Medders, Babin & FP, J. Chem. Theory Comput. 10, 2906 (2014)
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Reference data from monomer, dimer, hexamer, and ice

Gillan, Alfé, Michaelides, “Perspective: How Good Is DFT for Water?”, J. Chem. Phys. 144, 130901 (2016)
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Liquid Water: Infrared & Raman Spectra
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There have been intensive theoretical and experimental studies
of water/vapor interfaces in recent years. The focus is to understand
the interfacial vibrational spectra obtained from sum-frequency
vibrational spectroscopy (SFVS) and to relate them to the interfacial
structure. (See recent review articles and references therein.1–4) The
interfacial molecules supposedly are linked to form a highly
disordered hydrogen bonding network.3 Continuous variation of
strength and geometry of the H-bonds leads to spectra of OH
stretches that spread over a broad range between ∼3000 and 3750
cm-1 and are rather difficult to interpret. Richmond and co-workers
used isotopic dilution to simplify the spectra and their analysis.5,6

Bonn and co-workers later extended the study to the OD stretch
region.7 There are however intrinsic difficulties in their works. The
Im !S

(2) spectrum that explicitly characterizes the surface resonances
was deduced from fitting of the |!S

(2)|2 spectrum with the assumption
of discrete resonances, where !S

(2) is the surface nonlinear suscep-
tibility of the interface. Such fitting, unfortunately, is often not
unique and has created much confusion. We have recently
developed a phase-sensitive (PS) SFVS technique that allows direct
measurement of Im !S

(2)(ωIR).8,9 In this paper, we employed the
technique to obtain Im !S

(2)(ωIR) for water/vapor interfaces of isotopic
mixtures. We were able to deduce from the result the Im !S

(2) spectra
of not only H2O/vapor and D2O/vapor interfaces but also the HDO/
vapor interface. Analysis of the latter spectrum is expected to be
much simpler because OH and OD of HDO are decoupled. The
measured Im !S

(2) spectra are characteristically different from those
deduced from fitting by Richmond’s and Bonn’s groups. In
particular, in the bonded-OH (or OD) stretch region, a positive and
a negative resonance bands at lower and higher frequencies,
respectively, always appear in the measured spectra, in contrast to
all resonances in the deduced spectra.

The experimental arrangement for PS-SFVS measurement on
water/vapor interfaces has been described elsewhere.8 With !S

(2) )
|!S

(2)| exp(iφ) being complex, we measure both !S
(2)(ωIR) and φ(ωIR)

and obtain the spectra of Re !S
(2) and Im !S

(2). For a resonance
continuum, we have8

!T S
(2)(ωIR)) !NR

(2) +∫ AT qF(ωq)

ωIR -ωq + iΓq
dωq with

!T S
(2)(ωIR)) AT qFq ⁄ π

We have studied five isotopic mixtures, with molar ratios of H2O/
HDO/D2O ) 1/0/0, 4/4/1, 1/4/4, 1/8/16, and 0/0/1. Their measured
|!S

(2)| and Im !S
(2) spectra (taken with S-, S-, and P-polarized SF,

visible input, and IR input, respectively) in the OH (3000-3800
cm-1) and OD (2200-2800 cm-1) stretch regions are presented in
Figure 1A and 1B, respectively. The |!S

(2)(ωIR)|2 spectra are nearly
the same as those of Richmond’s group5 for the OH stretches and
Bonn’s group for the OD stretches.7 For the pure H2O and D2O
cases, the bonded-OH spectra exhibit the well-established double-
peak feature. With sufficient isotopic dilution, this feature disappears

and changes into a single broad band5–7 (Figure 1A(c) and 1B(c)).
However, our Im !S

(2)(ωIR) spectra in Figure 1, with one positive
and one negative resonance band in the bonded-OH(OD) region,
are obviously different from those obtained from fitting of
|!S

(2)(ωIR)|2 and from MD simulations,4,5,7,10,11 both of which yielded
only negative resonances in the same region. Another feature in
Im !S

(2)(ωIR) that stands out is the positive shoulder below the
relatively sharp OH (OD) peak.

The water interfacial structure is expected to be the same for all
isotopic mixtures. This is supported by the observation that the Im
!S

(2) spectra of OH and OD stretches for H2O/vapor and D2O/vapor
interfaces, respectively, are nearly identical after a frequency
rescaling of 1.35, shown in Figure 2. (The corresponding |!S

(2)|2

spectra are different because of different nonresonant contributions.)
The same is true for spectra of water/vapor interfaces of H2O/HDO/
D2O )1/4/4 and 4/4/1 except that the positive shoulder is broader
and more pronounced in the OD spectra. Therefore we would like
to use the spectrum of the HDO/vapor interface to search for
understanding of the water/vapor interface. Because OH and OD
on HDO are decoupled, the OH(OD)-stretch spectrum is simply
determined by how the OH(OD) bonds are arranged at the interface.
Isotopic dilution was used in earlier attempts to deduce the spectrum
of |!S

(2)(ωIR)|2 for the HDO/vapor interface.5–7 With the limited
amount of dilution, however, the spectrum obtained was contami-
nated by interfering contributions from the nonresonant background,
!S

(2), and remnant H2O in the diluted mixture, which could not be
removed. This is not the case with direct measurement of Im
!S

(2)(ωIR). In the first approximation, Im !S
(2)(ωIR) of an isotopic

mixture can be regarded as the linear combination of Im !S
(2)(ωIR)

of the contributing isotopic components. By subtracting out the
small contribution of H2O to Im !S

(2)(ωIR) for the H2O/HDO/D2O

Figure 1. Spectra of |!S
(2)(ωIR)|2 and Im !S

(2)(ωIR) for water/vapor interfaces
of isotopic mixtures in the (A) OH and (B) OD stretch regions.

Published on Web 02/11/2009

10.1021/ja809497y CCC: $40.75  2009 American Chemical Society2790 9 J. AM. CHEM. SOC. 2009, 131, 2790–2791

D
ow

nl
oa

de
d 

by
 U

N
IV

 O
F 

CA
LI

FO
RN

IA
 S

A
N

 D
IE

G
O

 o
n 

Se
pt

em
be

r 1
5,

 2
01

5 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e 

(W
eb

): 
Fe

br
ua

ry
 1

1,
 2

00
9 

| d
oi

: 1
0.

10
21

/ja
80

94
97

y

Isotopic Dilution Study of the Water/Vapor Interface by Phase-Sensitive
Sum-Frequency Vibrational Spectroscopy

Chuan-Shan Tian and Y. Ron Shen*
Physics Department, UniVersity of California at Berkeley, Berkeley, California 94720

Received December 5, 2008; E-mail: yrshen@berkeley.edu

There have been intensive theoretical and experimental studies
of water/vapor interfaces in recent years. The focus is to understand
the interfacial vibrational spectra obtained from sum-frequency
vibrational spectroscopy (SFVS) and to relate them to the interfacial
structure. (See recent review articles and references therein.1–4) The
interfacial molecules supposedly are linked to form a highly
disordered hydrogen bonding network.3 Continuous variation of
strength and geometry of the H-bonds leads to spectra of OH
stretches that spread over a broad range between ∼3000 and 3750
cm-1 and are rather difficult to interpret. Richmond and co-workers
used isotopic dilution to simplify the spectra and their analysis.5,6

Bonn and co-workers later extended the study to the OD stretch
region.7 There are however intrinsic difficulties in their works. The
Im !S

(2) spectrum that explicitly characterizes the surface resonances
was deduced from fitting of the |!S

(2)|2 spectrum with the assumption
of discrete resonances, where !S

(2) is the surface nonlinear suscep-
tibility of the interface. Such fitting, unfortunately, is often not
unique and has created much confusion. We have recently
developed a phase-sensitive (PS) SFVS technique that allows direct
measurement of Im !S

(2)(ωIR).8,9 In this paper, we employed the
technique to obtain Im !S

(2)(ωIR) for water/vapor interfaces of isotopic
mixtures. We were able to deduce from the result the Im !S

(2) spectra
of not only H2O/vapor and D2O/vapor interfaces but also the HDO/
vapor interface. Analysis of the latter spectrum is expected to be
much simpler because OH and OD of HDO are decoupled. The
measured Im !S

(2) spectra are characteristically different from those
deduced from fitting by Richmond’s and Bonn’s groups. In
particular, in the bonded-OH (or OD) stretch region, a positive and
a negative resonance bands at lower and higher frequencies,
respectively, always appear in the measured spectra, in contrast to
all resonances in the deduced spectra.

The experimental arrangement for PS-SFVS measurement on
water/vapor interfaces has been described elsewhere.8 With !S

(2) )
|!S

(2)| exp(iφ) being complex, we measure both !S
(2)(ωIR) and φ(ωIR)

and obtain the spectra of Re !S
(2) and Im !S

(2). For a resonance
continuum, we have8

!T S
(2)(ωIR)) !NR

(2) +∫ AT qF(ωq)

ωIR -ωq + iΓq
dωq with

!T S
(2)(ωIR)) AT qFq ⁄ π

We have studied five isotopic mixtures, with molar ratios of H2O/
HDO/D2O ) 1/0/0, 4/4/1, 1/4/4, 1/8/16, and 0/0/1. Their measured
|!S

(2)| and Im !S
(2) spectra (taken with S-, S-, and P-polarized SF,

visible input, and IR input, respectively) in the OH (3000-3800
cm-1) and OD (2200-2800 cm-1) stretch regions are presented in
Figure 1A and 1B, respectively. The |!S

(2)(ωIR)|2 spectra are nearly
the same as those of Richmond’s group5 for the OH stretches and
Bonn’s group for the OD stretches.7 For the pure H2O and D2O
cases, the bonded-OH spectra exhibit the well-established double-
peak feature. With sufficient isotopic dilution, this feature disappears

and changes into a single broad band5–7 (Figure 1A(c) and 1B(c)).
However, our Im !S

(2)(ωIR) spectra in Figure 1, with one positive
and one negative resonance band in the bonded-OH(OD) region,
are obviously different from those obtained from fitting of
|!S

(2)(ωIR)|2 and from MD simulations,4,5,7,10,11 both of which yielded
only negative resonances in the same region. Another feature in
Im !S

(2)(ωIR) that stands out is the positive shoulder below the
relatively sharp OH (OD) peak.

The water interfacial structure is expected to be the same for all
isotopic mixtures. This is supported by the observation that the Im
!S

(2) spectra of OH and OD stretches for H2O/vapor and D2O/vapor
interfaces, respectively, are nearly identical after a frequency
rescaling of 1.35, shown in Figure 2. (The corresponding |!S

(2)|2

spectra are different because of different nonresonant contributions.)
The same is true for spectra of water/vapor interfaces of H2O/HDO/
D2O )1/4/4 and 4/4/1 except that the positive shoulder is broader
and more pronounced in the OD spectra. Therefore we would like
to use the spectrum of the HDO/vapor interface to search for
understanding of the water/vapor interface. Because OH and OD
on HDO are decoupled, the OH(OD)-stretch spectrum is simply
determined by how the OH(OD) bonds are arranged at the interface.
Isotopic dilution was used in earlier attempts to deduce the spectrum
of |!S

(2)(ωIR)|2 for the HDO/vapor interface.5–7 With the limited
amount of dilution, however, the spectrum obtained was contami-
nated by interfering contributions from the nonresonant background,
!S

(2), and remnant H2O in the diluted mixture, which could not be
removed. This is not the case with direct measurement of Im
!S

(2)(ωIR). In the first approximation, Im !S
(2)(ωIR) of an isotopic

mixture can be regarded as the linear combination of Im !S
(2)(ωIR)

of the contributing isotopic components. By subtracting out the
small contribution of H2O to Im !S

(2)(ωIR) for the H2O/HDO/D2O

Figure 1. Spectra of |!S
(2)(ωIR)|2 and Im !S

(2)(ωIR) for water/vapor interfaces
of isotopic mixtures in the (A) OH and (B) OD stretch regions.
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There have been intensive theoretical and experimental studies
of water/vapor interfaces in recent years. The focus is to understand
the interfacial vibrational spectra obtained from sum-frequency
vibrational spectroscopy (SFVS) and to relate them to the interfacial
structure. (See recent review articles and references therein.1–4) The
interfacial molecules supposedly are linked to form a highly
disordered hydrogen bonding network.3 Continuous variation of
strength and geometry of the H-bonds leads to spectra of OH
stretches that spread over a broad range between ∼3000 and 3750
cm-1 and are rather difficult to interpret. Richmond and co-workers
used isotopic dilution to simplify the spectra and their analysis.5,6

Bonn and co-workers later extended the study to the OD stretch
region.7 There are however intrinsic difficulties in their works. The
Im !S

(2) spectrum that explicitly characterizes the surface resonances
was deduced from fitting of the |!S

(2)|2 spectrum with the assumption
of discrete resonances, where !S

(2) is the surface nonlinear suscep-
tibility of the interface. Such fitting, unfortunately, is often not
unique and has created much confusion. We have recently
developed a phase-sensitive (PS) SFVS technique that allows direct
measurement of Im !S

(2)(ωIR).8,9 In this paper, we employed the
technique to obtain Im !S

(2)(ωIR) for water/vapor interfaces of isotopic
mixtures. We were able to deduce from the result the Im !S

(2) spectra
of not only H2O/vapor and D2O/vapor interfaces but also the HDO/
vapor interface. Analysis of the latter spectrum is expected to be
much simpler because OH and OD of HDO are decoupled. The
measured Im !S

(2) spectra are characteristically different from those
deduced from fitting by Richmond’s and Bonn’s groups. In
particular, in the bonded-OH (or OD) stretch region, a positive and
a negative resonance bands at lower and higher frequencies,
respectively, always appear in the measured spectra, in contrast to
all resonances in the deduced spectra.

The experimental arrangement for PS-SFVS measurement on
water/vapor interfaces has been described elsewhere.8 With !S

(2) )
|!S

(2)| exp(iφ) being complex, we measure both !S
(2)(ωIR) and φ(ωIR)

and obtain the spectra of Re !S
(2) and Im !S

(2). For a resonance
continuum, we have8

!T S
(2)(ωIR)) !NR

(2) +∫ AT qF(ωq)

ωIR -ωq + iΓq
dωq with

!T S
(2)(ωIR)) AT qFq ⁄ π

We have studied five isotopic mixtures, with molar ratios of H2O/
HDO/D2O ) 1/0/0, 4/4/1, 1/4/4, 1/8/16, and 0/0/1. Their measured
|!S

(2)| and Im !S
(2) spectra (taken with S-, S-, and P-polarized SF,

visible input, and IR input, respectively) in the OH (3000-3800
cm-1) and OD (2200-2800 cm-1) stretch regions are presented in
Figure 1A and 1B, respectively. The |!S

(2)(ωIR)|2 spectra are nearly
the same as those of Richmond’s group5 for the OH stretches and
Bonn’s group for the OD stretches.7 For the pure H2O and D2O
cases, the bonded-OH spectra exhibit the well-established double-
peak feature. With sufficient isotopic dilution, this feature disappears

and changes into a single broad band5–7 (Figure 1A(c) and 1B(c)).
However, our Im !S

(2)(ωIR) spectra in Figure 1, with one positive
and one negative resonance band in the bonded-OH(OD) region,
are obviously different from those obtained from fitting of
|!S

(2)(ωIR)|2 and from MD simulations,4,5,7,10,11 both of which yielded
only negative resonances in the same region. Another feature in
Im !S

(2)(ωIR) that stands out is the positive shoulder below the
relatively sharp OH (OD) peak.

The water interfacial structure is expected to be the same for all
isotopic mixtures. This is supported by the observation that the Im
!S

(2) spectra of OH and OD stretches for H2O/vapor and D2O/vapor
interfaces, respectively, are nearly identical after a frequency
rescaling of 1.35, shown in Figure 2. (The corresponding |!S

(2)|2

spectra are different because of different nonresonant contributions.)
The same is true for spectra of water/vapor interfaces of H2O/HDO/
D2O )1/4/4 and 4/4/1 except that the positive shoulder is broader
and more pronounced in the OD spectra. Therefore we would like
to use the spectrum of the HDO/vapor interface to search for
understanding of the water/vapor interface. Because OH and OD
on HDO are decoupled, the OH(OD)-stretch spectrum is simply
determined by how the OH(OD) bonds are arranged at the interface.
Isotopic dilution was used in earlier attempts to deduce the spectrum
of |!S

(2)(ωIR)|2 for the HDO/vapor interface.5–7 With the limited
amount of dilution, however, the spectrum obtained was contami-
nated by interfering contributions from the nonresonant background,
!S

(2), and remnant H2O in the diluted mixture, which could not be
removed. This is not the case with direct measurement of Im
!S

(2)(ωIR). In the first approximation, Im !S
(2)(ωIR) of an isotopic

mixture can be regarded as the linear combination of Im !S
(2)(ωIR)

of the contributing isotopic components. By subtracting out the
small contribution of H2O to Im !S

(2)(ωIR) for the H2O/HDO/D2O

Figure 1. Spectra of |!S
(2)(ωIR)|2 and Im !S

(2)(ωIR) for water/vapor interfaces
of isotopic mixtures in the (A) OH and (B) OD stretch regions.
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There have been intensive theoretical and experimental studies
of water/vapor interfaces in recent years. The focus is to understand
the interfacial vibrational spectra obtained from sum-frequency
vibrational spectroscopy (SFVS) and to relate them to the interfacial
structure. (See recent review articles and references therein.1–4) The
interfacial molecules supposedly are linked to form a highly
disordered hydrogen bonding network.3 Continuous variation of
strength and geometry of the H-bonds leads to spectra of OH
stretches that spread over a broad range between ∼3000 and 3750
cm-1 and are rather difficult to interpret. Richmond and co-workers
used isotopic dilution to simplify the spectra and their analysis.5,6

Bonn and co-workers later extended the study to the OD stretch
region.7 There are however intrinsic difficulties in their works. The
Im !S

(2) spectrum that explicitly characterizes the surface resonances
was deduced from fitting of the |!S

(2)|2 spectrum with the assumption
of discrete resonances, where !S

(2) is the surface nonlinear suscep-
tibility of the interface. Such fitting, unfortunately, is often not
unique and has created much confusion. We have recently
developed a phase-sensitive (PS) SFVS technique that allows direct
measurement of Im !S

(2)(ωIR).8,9 In this paper, we employed the
technique to obtain Im !S

(2)(ωIR) for water/vapor interfaces of isotopic
mixtures. We were able to deduce from the result the Im !S

(2) spectra
of not only H2O/vapor and D2O/vapor interfaces but also the HDO/
vapor interface. Analysis of the latter spectrum is expected to be
much simpler because OH and OD of HDO are decoupled. The
measured Im !S

(2) spectra are characteristically different from those
deduced from fitting by Richmond’s and Bonn’s groups. In
particular, in the bonded-OH (or OD) stretch region, a positive and
a negative resonance bands at lower and higher frequencies,
respectively, always appear in the measured spectra, in contrast to
all resonances in the deduced spectra.

The experimental arrangement for PS-SFVS measurement on
water/vapor interfaces has been described elsewhere.8 With !S

(2) )
|!S

(2)| exp(iφ) being complex, we measure both !S
(2)(ωIR) and φ(ωIR)

and obtain the spectra of Re !S
(2) and Im !S

(2). For a resonance
continuum, we have8

!T S
(2)(ωIR)) !NR

(2) +∫ AT qF(ωq)

ωIR -ωq + iΓq
dωq with

!T S
(2)(ωIR)) AT qFq ⁄ π

We have studied five isotopic mixtures, with molar ratios of H2O/
HDO/D2O ) 1/0/0, 4/4/1, 1/4/4, 1/8/16, and 0/0/1. Their measured
|!S

(2)| and Im !S
(2) spectra (taken with S-, S-, and P-polarized SF,

visible input, and IR input, respectively) in the OH (3000-3800
cm-1) and OD (2200-2800 cm-1) stretch regions are presented in
Figure 1A and 1B, respectively. The |!S

(2)(ωIR)|2 spectra are nearly
the same as those of Richmond’s group5 for the OH stretches and
Bonn’s group for the OD stretches.7 For the pure H2O and D2O
cases, the bonded-OH spectra exhibit the well-established double-
peak feature. With sufficient isotopic dilution, this feature disappears

and changes into a single broad band5–7 (Figure 1A(c) and 1B(c)).
However, our Im !S

(2)(ωIR) spectra in Figure 1, with one positive
and one negative resonance band in the bonded-OH(OD) region,
are obviously different from those obtained from fitting of
|!S

(2)(ωIR)|2 and from MD simulations,4,5,7,10,11 both of which yielded
only negative resonances in the same region. Another feature in
Im !S

(2)(ωIR) that stands out is the positive shoulder below the
relatively sharp OH (OD) peak.

The water interfacial structure is expected to be the same for all
isotopic mixtures. This is supported by the observation that the Im
!S

(2) spectra of OH and OD stretches for H2O/vapor and D2O/vapor
interfaces, respectively, are nearly identical after a frequency
rescaling of 1.35, shown in Figure 2. (The corresponding |!S

(2)|2

spectra are different because of different nonresonant contributions.)
The same is true for spectra of water/vapor interfaces of H2O/HDO/
D2O )1/4/4 and 4/4/1 except that the positive shoulder is broader
and more pronounced in the OD spectra. Therefore we would like
to use the spectrum of the HDO/vapor interface to search for
understanding of the water/vapor interface. Because OH and OD
on HDO are decoupled, the OH(OD)-stretch spectrum is simply
determined by how the OH(OD) bonds are arranged at the interface.
Isotopic dilution was used in earlier attempts to deduce the spectrum
of |!S

(2)(ωIR)|2 for the HDO/vapor interface.5–7 With the limited
amount of dilution, however, the spectrum obtained was contami-
nated by interfering contributions from the nonresonant background,
!S

(2), and remnant H2O in the diluted mixture, which could not be
removed. This is not the case with direct measurement of Im
!S

(2)(ωIR). In the first approximation, Im !S
(2)(ωIR) of an isotopic

mixture can be regarded as the linear combination of Im !S
(2)(ωIR)

of the contributing isotopic components. By subtracting out the
small contribution of H2O to Im !S

(2)(ωIR) for the H2O/HDO/D2O

Figure 1. Spectra of |!S
(2)(ωIR)|2 and Im !S

(2)(ωIR) for water/vapor interfaces
of isotopic mixtures in the (A) OH and (B) OD stretch regions.
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reasons other than the tetrahedral structure to explain the origin
of the low-frequency OH(x) band.9,26!30 In particular, Ishiyama
and Morita calculated Imχ(2) spectra of the air/H2O interface
based on a flexible and polarizable MD simulation and associated
the OH(x) band to a pair of strongly H-bonded water molecules
present at the outermost surface.28!30 However, their calculated
Imχ(2) spectrum for the H2O water surface cannot directly be
compared with the experimental spectrum, because the classical
MD simulation does not adequately take account of the Fermi
resonance. Therefore, to clarify the structure of the air/water
interface and to solve the debate, it is critically important to
compare the simulated Imχ(2) spectrum of theHOD surface with
the experimental spectrum that is free from the effects of intra-/
intermolecular coupling.

The aim of the present study is to present a unified view of the
molecular structure at the water surface based on a combination
of advanced experiment and theory. To achieve this, we carried
out multiplex HD-VSFG measurements of the HOD water
surface which provides complex χ(2) spectra with a high phase
stability, a large number of spectral data points, and an improved
signal-to-noise ratio compared to single-channel phase-sensitive
detection. Simultaneously, a new MD simulation was performed
for HOD molecules to directly compare the experimental and
theoretical Imχ(2) spectra without the influence of intramolecu-
lar coupling. The excellent agreement between experiment and
theory enables us to obtain a unified view of molecular structure
at the water surface.

2. RESULTS AND DISCUSSION

At first, we clarify the terminology “ice-like” because this term
has been widely used but with different meanings in the past. As
mentioned in the Introduction, Shen and co-workers use this
term to refer to tetrahedrally coordinated water structures.8,11,24

Some other researchers used the term just to refer to water in a
symmetric environment31!33 or simply stronger H-bonded
water,34 in a more or less nonattributive way. In this paper, we
take Shen’s original definition that refers to tetrahedrally co-
ordinated water. Since our question is how the water surface
differs from that in the bulk, we regard the structure of the bulk
liquid as a reference. Bulk water is believed to consist mainly of
(distorted) tetrahedrally coordinated water structures, either as
part of a continuum or as a distinct state.5,35 Therefore, the ice-
like interfacial water structure, hereafter, means the water inter-
face showing a tetrahedral structure less distorted than in the bulk

and/or increase of the (distorted) tetrahedral component com-
pared with the bulk.

Figure 1 shows the OH stretch region of Imχ(2) spectra of the
air/water interfaces experimentally obtained with various H2O/
HOD/D2O concentrations (blue, neat H2O; dark yellow, H2O:
HOD:D2O= 2:5:3; red, 1:6:9).Within the errors of their and our
experiments, our Imχ(2) spectra are in good agreement with
those reported by Tian and Shen,24 showing a positive band at
3100 cm!1 (OH(x)), broad negative OH band(s) around
3200!3600 cm!1, and a sharp positive “free OH” band at
3700 cm!1. The broad OH band in the H2O spectrum (blue
line) consists of a major band around 3450 cm!1 (OH(II)) and a
weak band at 3250 cm!1 (OH(I)). The shoulder at 3620 cm!1 is
less prominent in the present spectra than that reported by Tian
and Shen.24 As clearly seen in Figure 1, the OH(I) and OH(II)
bands merge into one band (OH(0), red line) as H2O is replaced
by HOD (red line). This is a clear evidence of the presence of the
vibrational coupling in the H2O Imχ(2) spectrum. The loss of the
OH(I) (or narrowing of the negative OH band, see Figure 2c for
comparison) upon isotopic dilution can also be seen in ref 24.
Presumably due to interference between peaks and/or the
nonresonant background, the OH(I) band appears more pro-
nounced in the |χ(2)|2 spectrum (see Supporting Information
(SI)). In any case, these results confirm that both |χ(2)|2 and
Imχ(2) spectra of the neat H2O surface are affected by intramo-
lecular coupling, as previously pointed out in ref 13, although a
possible contribution from intermolecular coupling (delocaliza-
tion of the vibrational mode) cannot be excluded from the data.
Another critical observation is the existence of the positive
OH(x) band for all the deuterium concentrations. Because it
appears in the isotopically diluted water, the OH(x) band is not
due to the intramolecular coupling or collective (delocalized)
vibrations via the intermolecular coupling.27 The low-frequency
OH(x) band indicates the presence of water molecules having
strong H-bonds.

Figure 2. Intensity-normalized Imχ(2) spectra of water surfaces. (a)
Experimental HOD (red line), (b) simulated HOD (red), (c) experi-
mental H2O (blue), and (d) simulated H2O (blue). In (c), the
experimental HOD spectrum (a) is also shown by a thin red line. The
shaded area represents the broadening of the negative OH band in H2O
spectra. In (d), spectrum (b) is also shown in a similar manner.

Figure 1. Imχ(2) spectra of air/water interfaces with various isotope
concentrations (blue, neat H2O; dark yellow, H2O:HOD:D2O = 2:5:3;
red, H2O:OD:D2O = 1:6:9). The sum frequency, visible, and infrared
beams were s-, s-, and p-polarized, respectively. The black dashed line
shows the linear combination of the Imχ(2) spectra of the water with
highest and lowest deuterium concentrations.
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IR (!2) lights are first focused into a thin y-cut quartz crystal
to generate local oscillator (LO), and all the transmitted lights
are refocused on the sample surface. Then, the interference
between SFG light from the sample and y-cut quartz is detected
by a polychromator and CCD. In this measurement with the
“LO first geometry,” the correction of IR reflectivity at the
sample surface is not required.23 Therefore, at this point, this
new geometry is more reliable than the “sample first geometry”
employed previously.27 !1 is centered at 795 nm and the width
is 25 cm�1. !2 is the broadband infrared light that has the
bandwidth of ca. 300 cm�1. Five spectra were measured with
!2 centered around 2850, 3050, 3300, 3500, and 3700 cm�1,
and they were combined to cover the entire CH and OH stretch
regions. This “!2 scanning” improves the signal-to-noise ratio
in the edge region of the spectrum measured by each !2. The
polarization of !SFG, !1, !2 lights are s-, s-, p, respectively
(ssp polarization combination).

All measurements were carried out in ambient atmosphere
using open cells unless specified. The room temperature was
298 K and the relative humidity was in the range between
15% and 40%. The z-cut quartz crystal was purchased
from Furuuchi Chemical, Corp. or Neotron, Co., Ltd. Pure
H2O sample was obtained by Milli-Q purifier (Millipore,
18.2 M⌦ cm resistivity). D2O (NMR grade, 99.9%, Wako)
and C9F20 (Indofine Chemical, Co., 99% or Tokyo Chemical
Industry, 95%) were used as received. A liquid sample was
filled in a clean container made of glass (30 mm dia.) or
Teflon (60 mm dia.). The height of the liquid sample surface
was monitored by a displacement sensor (Keyence, SI-10)
and maintained at the same height as a reference surface.
The lowering of the liquid level due to evaporation during
a measurement was compensated by feedback control of the
motorized z-stage. The total precision of the height control is
about 1 µm.

For obtaining a �(2) spectrum, it is necessary to calibrate
the phase and amplitude of the �(2) signal using a reference. To
date, crystalline quartz has been commonly used as a reference
because of the following reasons: (1) It has a large bulk �(2).
(2) It has no resonance for both input and output lights, and
therefore its �(2) can be considered pure real. (3) The sign
of �(2) can be determined by piezoelectric measurements.
For obtaining the accurate �(2) spectrum in this study, we
examined the validity of the normalization procedure by
using other nonresonant liquids: deuterium oxide (D2O) and
perfluorononane (C9F20). These molecules have no CH or OH
group and are hence expected to be totally nonresonant in the
frequency region of interest.

Figure 1(a) shows the imaginary and real parts of the �(2)

spectrum (i.e., Im�(2) and Re�(2)) of the air/H2O interface
that were obtained by normalization using z-cut quartz as a
reference (obtained by [�(2)

water]/[�(2)
quartz]). Owing to the

signal accumulation with scanned !2 mentioned above, the
spectra in the frequency region from 2900 to 3900 cm�1 were
obtained with a very high signal to noise ratio in the entire
spectral range. The overall spectral features of the Im�(2)

spectrum are essentially the same as those reported previ-
ously.14,24,26,27 It exhibits the positive free OH band at around
3700 cm�1, a negative hydrogen bonded OH band around
3450 cm�1, and a small positive band below 3100 cm�1. The

FIG. 1. Real (black) and imaginary (red) parts of �(2)
e↵,SSP spectra of the

air/H2O interface normalized by (a) z-cut quartz and (b) D2O. In (a), the
real (blue) and imaginary (green) parts of �(2)

e↵,SSP spectrum of the air/D2O
interface normalized by z-cut quartz are also shown. The blue arrow indicates
the low frequency positive band discussed in the text.

magnitude and zero-crossing frequency of the low frequency
positive band are similar to that reported by us in 2011,27

but the band is smaller than that we reported in 2009.14 The
di↵erence in our own publications is attributable to the lower
phase accuracy in the earlier work (vide infra). This partly
arises from the lower precision of the displacement sensor
employed earlier.14

To examine the validity of the �(2) spectrum measured,
the �(2) spectrum of the air/D2O interface was measured and
normalized by the z-cut quartz in the same manner (green and
blue lines in Figure 1(a)). As expected, the Im�(2) spectrum of
the D2O surface shows no resonance in most of the frequency
region but, surprisingly, it exhibits a positive band around
3000 cm�1. Because this band is almost identical to the band
observed at the H2O surface, this observation questioned the
validity of the Im�(2) spectrum obtained by normalization
using quartz for the frequency region of 2900-3100 cm�1.
Indeed, the �(2) spectrum of the air/H2O interface normalized
by D2O ([�(2)

H2O]/[��(2)
D2O]) (Figure 1(b)) does not exhibit

any noticeable resonance in the low frequency region within
the experimental error. This unexpected result was thoroughly
confirmed by several coworkers in our laboratory who repeated
the same measurements using three HD-VSFG setups, includ-
ing “LO first”23 and “sample first”14,27 configurations. The data
shown in Figure 1(b) are an average of five spectra measured
on di↵erent days. (Individual spectra as well as their phases are
shown in Figure S1.33) This eliminates any e↵ects of day-to-
day variation in the experimental conditions. The accuracy of
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congestion presented by the smaller clusters, only one of its
bands has been assigned (3335 cm-1 in liquid He droplets47
and 3319 cm-1 in solid pH2 48). In free jets, ring-down
methods50,51 have been effective but are also not size-selective.
There is one size-selective spectroscopic technique developed
by the Gottingen group,37,38 on the basis of inelastic helium
scattering, which has been used extensively on the small water
clusters. Unfortunately, the hexamer appears to present com-
plications as both larger and smaller clusters have been published
and analyzed, while the hexamer is yet to be reported.
For comparison, we have therefore included the bands

observed by Zwier and co-workers46 in Table 1, who reported
the spectrum of (H2O)6 attached to a benzene molecule using
the RIDIRS technique. Two of these features above 3400 cm-1

are in remarkable agreement with the anion modulation spec-
trum, with the only missing band being the π-H-bonded OH
stretch at 3636 cm-1, which obviously should be missing in
the argon-solvated hexamer. This leaves open the question of
whether the differences between the spectra recorded by anion-
population modulation and RIDIRS are due to the benzene
perturbation, or in fact reflect a different isomeric form of the
hexamer.
While the structural assignment of the anionic hexamer by

comparison with calculated band patterns has proven difficult
because of the complexities introduced by the diffuse excess
electron, the neutral species might be expected to be more
straightforward, and we include very recent calculations of
fundamentals for the lowest energy structures, the cage, book,
and ring forms, in Table 1. Interestingly, there is much better
agreement with the book form rather than the cage, even though
the cage has been suggested30,52 to be the likely isomer created
in jet sources on the basis of theory. The major differences
between the calculated and observed bands occur in the region
around 3250 cm-1, where we expect strong interactions between
the OH stretches and the H2O intramolecular bending vibra-
tions.53,54 Obviously, it is possible that several isomers could
be present, but the band pattern is not dependent on the number
of attached argon atoms, which might be expected to affect the
relative abundance of two nearly isoenergetic isomers.55 This
indicates that the observed spectrum most likely results from a
single isomer.
It is also of interest to compare the spectrum of the neutral

precursor with the spectrum of the (H2O)6- product ion, reported
several years ago.23 This comparison is presented in Figure 3,
with the argon predissociation spectrum of (H2O)6-‚Ar7 repro-
duced in the upper trace and the (H2O)6 spectrum obtained here
displayed in the lower trace. The features in both spectra span
a similar energy range, but the patterns are completely different,
indicating that a substantial change in morphology occurs upon
electron attachment. First, the prominent free OH band around
3700 cm-1 is absent in the anion, where a doublet appears about
50 cm-1 below the free OH. Second, the intensity profiles are
dramatically changed upon electron attachment. The spectrum
of the anion is dominated by the very strong doublet around
3300 cm-1, while the most intense feature in the neutral
spectrum appears around 3450 cm-1 and the bands appear with
a more even distribution of oscillator strength. Another qualita-
tive aspect of the spectral changes is that the neutral spectrum
extends farther to the red than does that of the ion. This is an
unusual scenario, as the introduction of an excess charge
typically results in enhanced red-shifts in charge-localized
systems.56-59 With high signal-to-noise spectra of this isolated
hexamer in hand, it will be valuable to revisit this species with

the most advanced theoretical methods to better define the
isomer at play.

IV. Conclusions
Summarizing, we have demonstrated a new technique for

obtaining size-selective spectra of neutral clusters on the basis
of argon-mediated, population-modulated electron attachment
and have applied it to the case of the water hexamer. The
resulting spectra are quite different than the band pattern found
in the hexamer anion, indicating significant rearrangement upon
electron attachment. This technique is well suited to study many
types of neutral species, and we are presently engaged in
extending this work to study the dissolution of an acid molecule
in small water clusters.60,61 In this class of neutral clusters, the
slow electrons should selectively attach to the strong dipole
moment associated with the dissociated, zwitter ionic forms.
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Figure 3. Comparison between vibrational predissociation spectra of
(a) (H2O)6-‚Ar7, reproduced from ref 23, and (b) the neutral (H2O)6
complex, obtained by argon-mediated, population-modulated electron
attachment spectroscopy (this work).
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as a function of temperature several cycles of temperature 
changes were performed so as to ensure reproducibility of 
measurements. One critical step in these experiments was 
filling the cell with the liquid sample. In order to avoid 
quenching air bubbles between crystal and inner part of the 
cell, the cell was vacuum filled, that is, first pumped and then 
slowly filled with liquid. 

Samples were made from bidistilled ordinary water or 
from 99.9% heavy water provided by Commissariat Ii l'En-
ergie Atomique. Before being introduced in the ATR cell all 
samples were pumped so as to contain no gases that might 
give bubbles inside the cell. 

A set of experiments consisted of running on. spectrum 
of pure water at 27°C and then varying either temperature 
for a sample having a definite isotopic composition c, or 
varying c at a fixed temperature. The last experiment of a set 
always consisted of recording the spectrum of pure water at 
27°C to check that no change in the tuning of the cell had 
occurred during the course of the set of experiments. 

Calculation of E" from A TR spectra Ln (10 /1) (10 and I 
are spectra of crystal immersed in air and in liquid, respec-
tively) were performed using the iterative procedure devised 
by Bertie and Eysel,54 which was slightly modified so that 
the geometrical relation 1= m d tg()e always holds 
(I = length of the crystal that is immersed in the liquid = 28 
mm; d = diameter of the crystal =6.5 mm; ()e = angle of 
incidence of the "totally" reflected beam inside the crystal; 
m = number of reflections of this beam inside the crystal). 
Here m was determined so as to finally obtain values for E" 
that matched experimental values given either by Bertie et 
al.55 for spectra at 22°C or by Downing and Williams49 for 
spectra at 27 ·C. The value of ()e was then calculated using 
the preceding geometrical relation. It was typically found 

equal to 49°, which is not far from the theoretical value of 45° 
(the difference may come from the convergence of the 
beam). With this procedure we have to separately compute 
intensities of reflected beams for polarizations parallel or 
perpendicular to the incidence plane, as the parallel one is no 
longer equal to the square of the perpendicular one. Values 
so obtained were finally corrected for (small) variations of 
molar volume when temperature was varied. 

Experimental A TR spectra are not defined at low and 
high wave numbers. Fourier's allied integrals, which are 
used in the Bertie-Eysel procedure, require them to be de-
fined for the whole range of wave numbers considered 
(0 < 11 < 7892 cm - 1). We have consequently defined the 
high wave number part (6500 cm - 1 < 11) as a parabola that 
smoothly decreased from the experimental value at 6500 
cm - 1 to 0 at 7892 cm - 1. This artificial definition had no 
influence in the region of interest (11 < 5000 cm - 1). At low 
wave numbers the experimental spectrum is not defined be-
low the cutoff frequency of the crystal (11 = 660 cm - 1). In 
this part of the spectrum we have then completed the A TR 
spectrum by a Gaussian band whose maximum lay at values 
corresponding to maxima given by Draegert et al.45 and 
matched the A TR spectrum at 660 cm - 1 with no discontin-
uities in value and slope. The validity ofthis procedure may 
be checked in Fig. 1, where we have shown E" for water at 
27°C calculated using this procedure and values given in the 
literature for the same temperature. 49,50 We may see that our 
artificial definition of the A TR spectrum under 660 cm - 1 

has no influence on E" for 11> 750 cm -1 and is of no conse-
quence for intramolecular bands studied in this paper. Final-
ly, in the process of computing E" we have set the refractive 
index of the crystal equal to 2.42 and have performed seven 
iterations on n that each contained two iterations on k. 54 

FIG. 1. Experimental spectra EH,o (it) of 
ordinary water at 27 'C (thin line) and 
75 'C (thick line). Values for 27 'C, as de-
duced from Ref. 49 are shown by marks 
( X ). The vertical line drawn at 660 cm - I 

indicates the cutoff wave number ofZnSe. 
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congestion presented by the smaller clusters, only one of its
bands has been assigned (3335 cm-1 in liquid He droplets47
and 3319 cm-1 in solid pH2 48). In free jets, ring-down
methods50,51 have been effective but are also not size-selective.
There is one size-selective spectroscopic technique developed
by the Gottingen group,37,38 on the basis of inelastic helium
scattering, which has been used extensively on the small water
clusters. Unfortunately, the hexamer appears to present com-
plications as both larger and smaller clusters have been published
and analyzed, while the hexamer is yet to be reported.
For comparison, we have therefore included the bands

observed by Zwier and co-workers46 in Table 1, who reported
the spectrum of (H2O)6 attached to a benzene molecule using
the RIDIRS technique. Two of these features above 3400 cm-1

are in remarkable agreement with the anion modulation spec-
trum, with the only missing band being the π-H-bonded OH
stretch at 3636 cm-1, which obviously should be missing in
the argon-solvated hexamer. This leaves open the question of
whether the differences between the spectra recorded by anion-
population modulation and RIDIRS are due to the benzene
perturbation, or in fact reflect a different isomeric form of the
hexamer.
While the structural assignment of the anionic hexamer by

comparison with calculated band patterns has proven difficult
because of the complexities introduced by the diffuse excess
electron, the neutral species might be expected to be more
straightforward, and we include very recent calculations of
fundamentals for the lowest energy structures, the cage, book,
and ring forms, in Table 1. Interestingly, there is much better
agreement with the book form rather than the cage, even though
the cage has been suggested30,52 to be the likely isomer created
in jet sources on the basis of theory. The major differences
between the calculated and observed bands occur in the region
around 3250 cm-1, where we expect strong interactions between
the OH stretches and the H2O intramolecular bending vibra-
tions.53,54 Obviously, it is possible that several isomers could
be present, but the band pattern is not dependent on the number
of attached argon atoms, which might be expected to affect the
relative abundance of two nearly isoenergetic isomers.55 This
indicates that the observed spectrum most likely results from a
single isomer.
It is also of interest to compare the spectrum of the neutral

precursor with the spectrum of the (H2O)6- product ion, reported
several years ago.23 This comparison is presented in Figure 3,
with the argon predissociation spectrum of (H2O)6-‚Ar7 repro-
duced in the upper trace and the (H2O)6 spectrum obtained here
displayed in the lower trace. The features in both spectra span
a similar energy range, but the patterns are completely different,
indicating that a substantial change in morphology occurs upon
electron attachment. First, the prominent free OH band around
3700 cm-1 is absent in the anion, where a doublet appears about
50 cm-1 below the free OH. Second, the intensity profiles are
dramatically changed upon electron attachment. The spectrum
of the anion is dominated by the very strong doublet around
3300 cm-1, while the most intense feature in the neutral
spectrum appears around 3450 cm-1 and the bands appear with
a more even distribution of oscillator strength. Another qualita-
tive aspect of the spectral changes is that the neutral spectrum
extends farther to the red than does that of the ion. This is an
unusual scenario, as the introduction of an excess charge
typically results in enhanced red-shifts in charge-localized
systems.56-59 With high signal-to-noise spectra of this isolated
hexamer in hand, it will be valuable to revisit this species with

the most advanced theoretical methods to better define the
isomer at play.

IV. Conclusions
Summarizing, we have demonstrated a new technique for

obtaining size-selective spectra of neutral clusters on the basis
of argon-mediated, population-modulated electron attachment
and have applied it to the case of the water hexamer. The
resulting spectra are quite different than the band pattern found
in the hexamer anion, indicating significant rearrangement upon
electron attachment. This technique is well suited to study many
types of neutral species, and we are presently engaged in
extending this work to study the dissolution of an acid molecule
in small water clusters.60,61 In this class of neutral clusters, the
slow electrons should selectively attach to the strong dipole
moment associated with the dissociated, zwitter ionic forms.
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Figure 3. Comparison between vibrational predissociation spectra of
(a) (H2O)6-‚Ar7, reproduced from ref 23, and (b) the neutral (H2O)6
complex, obtained by argon-mediated, population-modulated electron
attachment spectroscopy (this work).
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FIG. 4. Comparison of Im(�(2)
S,e↵ )y yz spectra before removal of the Fres-

nel factor from di↵erent groups. (a) Im(�(2)
S,e↵ )y yz spectra as reported. (b)

Im(�(2)
S,e↵ )y yz spectra normalized to the overall strength of the free OH mode.

(c) Same as (b), but with the Im(�(2)
S,e↵ )y yz spectrum of Nihonyanagi et al.

corrected by a phase downshift of 10�. The unit in (a) is 10�22 m2/V.

those of Yamaguchi (the one with air/D2O as reference),13

Nihonyanagi et al. (with air/D2O as reference),12 and Tian
et al. (with Z-cut quartz as reference)31 in Fig. 3(a).
(They were obtained from � = tan-1[Im�(2)/Re�(2)] with
Re�(2) and Im�(2) extracted from data in the corresponding
papers.) In order to show the similarity and di↵erence
more clearly, we also give the spectra of sin�, which is
directly related to Im(�(2)

S,e↵ )y yz, in Fig. 3(b). Over the range
between 3400 and 3700 cm�1, phase spectra from all groups
are essentially the same, i.e., no significant di↵erence that
could appreciably a↵ect the Im(�(2)

S,e↵ )y yz spectra. Our overall
spectrum agrees very well with that of Tian et al., except in
a narrow range between 3150 and 3300 cm�1 where the latter
data have larger fluctuations, but di↵ers with the two others,
more obviously on the low and high frequency sides of the
spectrum. The spectrum of Yamaguchi et al. has poorer quality,
so we focus on comparison with that of Nihonyanagi et al.
The zero value of sin� below 3100 cm�1 and above 3700 cm�1

in the latter spectrum resulted from � = 180� measured by
taking the air/D2O interface as the phase reference. We
now know that in those ranges, � should be 170� instead.
Comparison of our spectrum with Nihonyanagi’s in Figs. 3(c)

FIG. 5. (a) Fresnel factor versus input IR frequency for the air/water interface
calculated with two di↵erent "0s as indicated. Spectra of (b) Im(�(2)

S,e↵ )y yz
and (c) Re(�(2)

S,e↵ )y yz for the air/H2O (blue and red) and air/D2O (black)
interfaces after removal of the Fresnel factor. The solid curves in (b) and (c)
are guide to the eye and the unit is 10�21 m2/V.

and 3(d) by shifting the latter downward by 10� indeed shows
much better agreement between the two. We then compare
the Im(�(2)

S,e↵ )y yz spectra obtained by the various groups in
Fig. 4. All spectra have the same general profile between
3200 and 3700 cm�1. Our spectrum agrees quantitatively with
Tian’s in the entire spectral range, but di↵ers appreciably with
Nihonyagani’s and Yamaguchi’s (Fig. 4(a)). Normalization
of all spectra to the area under the dangling OH peak
reduces the disagreement significantly (Fig. 4(b)). Further
correction of the spectrum of Nihonyanagi et al. by taking
into account the 10� phase shift (Fig. 4(c)) brings their
spectrum and our spectrum almost in total agreement except
that the dangling OH mode of the former is broader and
lower in peak strength because of the poorer spectral
resolution with the fs broadband SFVS scheme used by
Nihonyanagi et al.

We note that the spectra of Re(�(2)
S,e↵ )y yz and

Im(�(2)
S,e↵ )y yz in Fig. 4 are directly deduced from measure-

ments with contribution of Fresnel coe�cients not yet
removed. Removal of the Fresnel coe�cients should be made
in order to attain the intrinsic spectra of the interface. In
Fig. 5, we show two di↵erent models to calculate the Fresnel
coe�cients: one assumes the dielectric constant, "0, of the
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Model development and computational details

The i-TTM model

The total energy, Vtot, of a system containing a single halide anion and n water molecules

can be formally decomposed into a sum of three distinct terms describing the energy con-

tributions associated with the intramolecular distortions of each water molecule, V intra
w , the

intermolecular water-water interactions, V

inter
w , and the ion-water intermolecular interac-

tions, V i�TTM ,

Vtot = V

intra
w + V

inter
w + V

i�TTM (1)

In this study, V intra
w corresponds to the Partridge-Schwenke PES58 and V

inter
w is represented

by the flexible and fully ab initio many-body MB-pol water potential described in Refs.

53–56. MB-pol was shown to reproduce the vibration-rotation tunneling spectrum of the

water dimer with an accuracy below 1 cm�1,53 the relative energies54 and quantum free-

energy di↵erences59 of small water clusters, the bulk properties of liquid water including

nuclear quantum e↵ects,55 and both infrared and Raman spectra of liquid water.56 More

recently, MB-pol was shown to predict relative energies of liquid water configurations in

closer agreement with quantum Monte Carlo reference data than common (both GGA and

hybrid) DFT models.60

V

i�TTM , which is introduced here, is given by a sum of four terms

V

i�TTM = V

TTM,elec + V

TTM,ind +
nX

i=1

⇣
V

rep
i + V

disp
i

⌘
(2)

V

rep
i is the repulsive energy defined as a sum of pairwise interactions between the O and H

atoms of the i-th water molecule and the specific halide ion (X�),

V

rep
i = AOX�

e

bOX�ROiX
� + AHX�

e

bHX�RH1,iX
� + AHX�

e

bHX�RH2,iX
�
, (3)

5

permanent electrostatics

NB induction

2B dispersion

X

i
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X
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pairwise short-range 
interactions
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Figure 3: Radial scans of the H2O-X� (X=F,Cl,Br,I) dimer PESs. The symbols in the figure
are the CCSD(T)-F12b/CBS 2B energies, the corresponding MB-nrg values are shown with
solid lines. The di↵erent orientations, ✓, �, of X� relative to H2O are given in parantheses.

H2O-X� dissimilar dimer configurations which were extracted from MD and PIMD simula-

tions of aqueous halide solutions. This analysis directly reflects on the ability of the di↵erent

methods to accurately reproduce the full dimer PES. Considerably large system-dependent

errors can be seen for all the DFT methods more so for the GGA and meta-GGA function-

als, both with, and without D3 dispersion corrections. The system-dependence is notably

worrisome, because it indicates that the DFT methods are not very robust and the accuracy

will depend on the particular system of interest, so, on the di↵erent types of intermolecular

interactions. It is also note-worthy that adding the D3 dispersion correction, depending on

the functional used, may or may not lead to better agreement, . Simple GGA functionals

show relatively large deviations from the reference values, in the case of H2O-F� dimer the

12

Figure 2: Reference coordinate system used in the radial scans of the X�(H2O) dimer po-
tential energy surfaces carried out at the CCSD(T)-F12 level of theory. The water molecule
lies on the x-y plane with the x-axis corresponding to the HOH bisector.

Table 1: Parameters for the i-TTM halide-water potentials defined in Eq. 2.

i-TTM terma Parameter F�(H2O) Cl�(H2O) Br�(H2O) I�(H2O)
Vrep

AOX� (kcal/mol) 29560.1 36426.7 24721.0 12952.8
AHX� (kcal/mol) 684.686 2000.66 3222.26 5648.58

bOX� (Å�1) 3.43413 3.10623 2.81098 2.39451
bHX� (Å�1) 2.47548 2.51048 2.64273 2.73150

VTTM,ind
↵X� (Å3) 2.4669 5.3602 7.1668 10.1184

Vdisp
C6,OX� (Å6 kcal/mol) 721.684 1074.17 2451.04 6322.18
C6,HX� (Å6 kcal/mol) 512.463 1303.14 980.383 746.732

a In the VTTM,ind term, the polarizabilities of the O and H atoms of the water molecules
and associated damping parameters correspond to the MB-pol values defined in Ref. 53.

MOLPRO66,67 and at the DFT level with Gaussian 0976 for X�(H2O)n clusters with n � 2

to assess the overall accuracy of the i-TTM potentials.

Fitting procedure

Within the i-TTM model, the VTTM,elec and VTTM,ind terms of Eq. 2 are obtained directly

from the interaction of the atomic charges and dipole polarizabilities of the halide ions with

the corresponding MB-pol quantities defined in Ref. 53. All other i-TTM parameters were

obtained following a fitting procedure in which the optimization of the linear parameters

was performed using the singular value decomposition while the nonlinear parameters were

8

Dimer potential energy surfaces

MB-nrg: Halide-Water Interactions

Bajaj, Götz & FP, J. Chem. Theory Comput. 12, 2698 (2016)
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Figure 4: Angular potential energy scans of the H2O-X� dimer, where X=F,Cl,Br,I. The x-
axis is angle � for a fixed value of ✓=90� and R equal to the minimum energy distance of each
dimer, with the water molecule fixed at its vibrationally averaged geometry. The symbols are
the CCSD(T)-F12b 2B energies in the complete basis set limit, the corresponding MB-nrg
values are shown as solid lines and the corresponding iTTM values as dashed lines.

deviations can be as high as 0.6-0.7 kcal/mol, less so for the other halides but still non-

negligible errors are observed. It is important to anticipate that the seemingly small errors

in the 2B energies calculated using these DFT methods can add up quickly as the system size

increases. MB-nrg shows unmatched agreement with the CCSD(T)-F12b/CBS data having

much lower RMSDs (<0.06 kcal/mol) for all the halides.
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Figure 4: Angular potential energy scans of the H2O-X� dimer, where X=F,Cl,Br,I. The x-
axis is angle � for a fixed value of ✓=90� and R equal to the minimum energy distance of each
dimer, with the water molecule fixed at its vibrationally averaged geometry. The symbols are
the CCSD(T)-F12b 2B energies in the complete basis set limit, the corresponding MB-nrg
values are shown as solid lines and the corresponding iTTM values as dashed lines.

deviations can be as high as 0.6-0.7 kcal/mol, less so for the other halides but still non-

negligible errors are observed. It is important to anticipate that the seemingly small errors

in the 2B energies calculated using these DFT methods can add up quickly as the system size

increases. MB-nrg shows unmatched agreement with the CCSD(T)-F12b/CBS data having

much lower RMSDs (<0.06 kcal/mol) for all the halides.
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RMSD for more than 2000 dimers relative to CCSD(T)-F12 

Bajaj, Götz & FP, J. Chem. Theory Comput. 12, 2698 (2016)



-500

0

500

1000
∆

ω
b

o
u

n
d

 O
H

 (
cm

-1
)

-400

-300

-200

-100

0

100

200

∆
ω

b
o

u
n

d
 O

H
(c

m
-1

)

P
B

E
P

B
E

-D
3

B
LY

P
B

LY
P

-D
3

TP
S

S
TP

S
S

-D
3

P
B

E
0

P
B

E
0-

D
3

B
3L

Y
P

B
3L

Y
P

-D
3

LC
-ω

P
B

E
LC

-ω
P

B
E

-D
3

ω
B

9
7
X

ω
B

9
7
X

D
M

P
2

i-T
TM

A
M

O
E

B
A

M
B

-n
rg

-300

-200

-100

0

100

∆
ω

b
o

u
n

d
 O

H
 (

cm
-1

)

P
B

E
P

B
E

-D
3

B
LY

P
B

LY
P

-D
3

TP
S

S
TP

S
S

-D
3

P
B

E
0

P
B

E
0-

D
3

B
3L

Y
P

B
3L

Y
P

-D
3

LC
-ω

P
B

E
LC

-ω
P

B
E

-D
3

ω
B

9
7
X

ω
B

9
7
X

D
M

P
2

i-T
TM

A
M

O
E

B
A

M
B

-n
rg

-300

-200

-100

0

100

∆
ω

b
o

u
n

d
 O

H
(c

m
-1

)

H2O-F- H2O-Cl-

H2O-Br- H2O-I-

Vibrational frequencies

a) c)

b) d)a) c)

b) d)

a) c)

b) d)a) c)

b) d)

Bajaj, Götz & FP, J. Chem. Theory Comput. 12, 2698 (2016)

Putting Things in Perspective: MB-nrg vs. DFT



Collaboration : Tucker Carrington and Xiaogang Wang, Queen’s University 

X-(H2O): Vibrational Spectra

bound OH free OH

F- (H2O)
Experiment 1523 3687

MB-nrg 1586 3731

Cl- (H2O)
Experiment 3146 3123

MB-nrg 3697 3704

Br- (H2O)
Experiment 3296 3297

MB-nrg 3695 3698

I- (H2O)
Experiment 3393 / 3422 3440

MB-nrg 3392 / 3406 3452

Experiment: Horvath et al., J. Phys. Chem. A 114, 1556 (2010); Sarka et al. Phys. Chem. Chem. Phys. 18, 1768 (2016)



Collaboration : Tucker Carrington and Xiaogang Wang, Queen’s University 

X-(D2O): Vibrational Spectra

bound OD free OD

F- (D2O)
Experiment — —

MB-nrg 1274 2730

Cl- (D2O)
Experiment 2341 2737

MB-nrg 2328 2729

Br- (D2O)
Experiment 2451 2726

MB-nrg 2441 2737

I- (D2O)
Experiment 2511 / 2527 2728

MB-nrg 2531 2725

Experiment: Horvath et al., J. Phys. Chem. A 114, 1556 (2010); Sarka et al. Phys. Chem. Chem. Phys. 18, 1768 (2016)
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2B interactions
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From Water to Electrolyte Solutions

X-O radial distribution functions

low solubility 

( ~1 M)

high solubility 

( ~6 M)

Arismendi-Arrieta, Riera, Bajaj, Prosmiti & FP, J. Phys. Chem. B 120, 1822 (2016); Bajaj, Götz & FP, J. Chem. Theory Comput. 12, 2698 (2016)



• MB-pol = TAP water aka: Would you drink MB-pol water?  

- An accurate description of many-body effects (i.e., CCSD(T) work!) 
- MB-pol provides an accurate reference for both force fields and DFT models 

see Fritz, Fernandez-Serra, Soler, J. Chem. Phys. 144, 224101 (2016)

- Yes! Studies of electrolyte solutions are underway 
- More complex systems? Likely, but it will require a “community effort” and synergistic 

collaborations with computer scientists

Summary

- No! MB-pol (currently) provides an accurate and physically correct representation of 
the interactions in water in the limit of pKw         ∞ 

- MB-pol is systematically improvable (e.g., explicit higher-order terms) 
- Work to include autoionization is ongoing

• What is needed to accurately represent the water interactions?

• Can MB-pol be extended to generic aqueous solutions?

• Better quantum dynamics methods for the condensed phase are needed!

Cisneros, Wikfeldt, Ojamäe, Lu, Xu, Torabifard, Bartók-Pártay, Csányi, Molinero & FP, Chem. Rev. 116, 7501 (2016)

MB-pol is interfaced with: 
OpenMM: http://paesanigroup.ucsd.edu/software/mbpol_openmm.html 
i-PI: http://paesanigroup.ucsd.edu/software/mbpol_ipi.html


